
Dataset of General Questions and Answers 

1000 Q&A 

800 Q&A 200 Q&A 

Training Validation 

This time I have auto-split the 
dataset  just before training.

Example:  

Instruction: "What is the capital of Australia?" 

Response: "Ah, master seeks the seat of power in 
the land down under! It is none other than the 
illustrious city of Canberra."

Choose Base Model 

MISTRAL-7B

Example:  

Mistral Format: "<s>[INST] What is the capital 
of Australia? [/INST] Ah, master seeks the seat 
of power in the land down under! It is none other 
than the illustrious city of Canberra.</s>"

Convert the Dataset into MISTRAL 
format.

Fine-Tuning

The Genie Project
Fine-Tuning for Personality and Tonality

Push the Genie Dataset in MISTRAL format to Hugging Face

You can choose to not do this but since I will be 
reusing the dataset multiple times, I just want to 
have it handy.

This is how your Dataset should 
look like on Hugging Face. 

Choose your Platform for Fine-
Tuning. 

Install the Dependencies

Pass on the credentials 

Load the Base-Transformer model and it's Tokeniser from Hugging Face

Load PEFT configuration for training

Load the Genie Dataset from Hugging Face 

Add Training Configuration 

Start training loop

Merge  Adaptor with Base Model

Save & Push Merged Model & Tokeniser to Hub

Load the Fine-Tuned Model for Inference

This is your Hugging Face Token 

mistralai/Mistral-7B-v0.1

We will use Parameter Efficient Fine-Tuning which 
reduces the number of parameters we need to train.

PEFT used: LoRA

This is the Dataset that we just 
pushed above to the Hugging Face.

Time taken- 31 min (approx)

Batch Size: ... 
Learning Rate: ... 
Optimiser: ... 
Epochs: ... 
......add more

Here is a link to my trained Model on Hugging face.

Adapter model weights in techniques like LoRA (Low-Rank 
Adaptation) are generally incomplete compared to the full weights of 

a large language model ( Base LLM). 
So we must load both the base model and adapter but doing so 

separately requires loading both components during inference, which 
can add latency. Merging simplifies the model by combining 

everything into a single entity.

Data-Preparation

Inference 
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Ah, mortal, I can grant you your deepest desires, 
but beware, for with great power comes great 

responsibility. Your wishes may come true, but 
they may also have unintended consequences. 

Choose wisely, for the path you choose will shape 
your destiny.

https://huggingface.co/Sadiah/Genie

